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ABSTRACT- Heart disease is a global health concern 

because of eating patterns, office work cultures, and 

lifestyle changes. A machine learning-based heart attack 

prediction system is like having a vigilant watchdog in the 

medical field. To estimate the danger of a heart attack, it all 

boils down to analyzing data and complex algorithms. Four 

primary categories were established at the outset of this 
study: age, gender, BMI, and blood pressure. The data on 

heart illness was then classified using a variety of machine 

learning approaches, including XGBoost Model, Gradient 

Boosting Model, Random Forest, Logistic Regression, and 

Decision Trees. The results in terms of accuracy, false 

positive rate, precision, sensitivity, and specificity were 

then compared. Results in terms of accuracy, precision, 

recall, and f1_score were found to be greatest when using 

Logistic Regression (LR). It is therefore strongly 

recommended that data on cardiac disease can be classified 

using the logistic regression technique. 

KEYWORDS- Heart Disease, Classification, Machine 

Learning, Precision, Accuracy. 

I. INTRODUCTION 

Cardiovascular diseases (CVDs), including heart disease, 

are the leading cause of mortality worldwide, accounting 

for approximately 17.9 million deaths annually representing 

nearly one-third of all global deaths [1]. For over 23.6 
million people with cardiovascular problems, heart attacks 

and strokes alone are predicted to be the leading cause of 

mortality by 2030 [2]. The multifactorial nature of heart 

disease, involving genetic, environmental, and behavioral 

risk factors, makes early detection crucial for effective 

prevention and management. Traditional diagnostic 

methods, while valuable, often rely on clinician expertise 

and may not fully utilize the vast and complex patient data 

generated in modern healthcare systems. Heart attacks and 

angina (chest pain) are the most frequent type of coronary 

artery disease (CAD), which is caused by narrowing or 
blockage of the blood arteries supplying the heart. Other 

types include heart failure, arrhythmias, heart valve 

problems, congenital heart defects. The following figure 

(Figure 1) depicts regarding the variety of issues that affect 

the heart. 

 

Figure 1: Varieties issue of heart attack [1] 

Machine learning (ML), a subset of artificial intelligence, 

has emerged as a powerful tool for analyzing complex 
datasets and improving diagnostic accuracy in healthcare. 

ML algorithms can identify hidden patterns, relationships, 

and trends in large datasets that are difficult for humans to 

discern. This capability has made ML particularly useful in 

predicting heart disease, enabling the development of data-

driven models that support clinical decision-making [3]. 

Various ML techniques, such as logistic regression, 

decision trees, random forests, support vector machines 

(SVM), and deep learning models, have been applied to 

heart disease prediction. These methods vary in terms of 

accuracy, computational efficiency, and interpretability, 

which are critical factors for real-world applications [4]. A 
comparative analysis of these approaches is essential to 

identify the most effective algorithms for heart disease 

prediction and to understand their strengths and limitations. 

This study aims to provide a comparative study of 

commonly used machine learning algorithms for predicting 

heart disease. By evaluating their performance and practical 

utility, the study seeks to contribute to the growing body of 

research that leverages artificial intelligence to enhance 

cardiovascular healthcare outcomes. 

https://doi.org/10.55524/ijircst.2024.12.6.13
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II. LITERATURE REVIEW 

The threat of heart attacks looms big in our dynamic 

environment of fast-paced lifestyles and shifting daily 

routines. The state of our hearts is greatly influenced by our 

lifestyles, diets, and work environments. However, there is 
a glimmer of hope, and it comes in the form of technology, 

particularly machine learning. Think of it as a digital 

guardian angel when it comes to predicting heart attacks. It 

delves into our medical data, striving to foresee any 

potential threats to our hearts. It’s not just a prediction; it’s 

a life-saving precaution. This technology has the 

remarkable ability to uncover hidden patterns and 

connections that might elude traditional diagnostic methods. 

Within the field of medicine, where early procedures 

frequently fail to forecast heart illness, we dive into the 

world of heart attack prediction in our investigation. The 

field of heart attack prediction is changing as a result of 
data analysis and modern technology. With the growing 

worry over heart disease, machine learning appears to be a 

potential future direction. We may be able to save lives by 

using it to anticipate the likelihood of a heart attack well in 

advance. This is concrete reality that has been impacted by 

machine learning techniques, not science fiction.  

In recent times, several research that use machine learning 

techniques to predict diabetes have been found in the 

literature. Sifting through enormous datasets, algorithms 

like Random Forest, Logistic Regression, and Neural 

Networks function as watchful sentinels, revealing minute 
patterns and signals that could indicate an imminent heart 

attack. 

A study was conducted by C. Salkar on Kidney and Heart 

Disease Prediction using Machine Learning and it was 

found that Random Forest algorithm obtained an accuracy 

of 83% [2]. By using multiple machine learning techniques, 

the authors of another study showed that logistic regression 

had an accuracy of 75.30% [5]. 

A. Grag et al. [6] carried out their research on heart disease 

prediction and found that naïve bayes model performed 

better with an accuracy 92%. The author in [7] discovered 

that by concentrating on early detection, the SVM was a 
good fit for improving accuracy and it was 99.00%. In [8], 

the authors showed how the most precise prediction was 

achieved using random forest and the success rate was 86%. 

The Global Burden of Disease (GBD) 2019 is a global 

study that assesses disease burden by age, sex, and region, 

providing crucial insights into health disparities [9]. The 

authors showed that maximum accuracy was obtained by 

neural network model and it was 93%. Without these 

various research had been accomplished on heart disease 

prediction [10][11][12][13]. Based on the aforementioned 

research, it can be concluded that a machine learning model 
is suitable for predicting cardiac disease. 

III.    METHODOLOGY 

In this research, the work started by collecting the heart 

disease dataset and splitting it into a training set and a 

testing set. Then preprocessing these data so that these can 

be fit for feature extraction, and classification techniques 

are applied to the preprocessed dataset. Several performance 

measures were taken into consideration as five different 

categorization algorithms were implemented and compared 
with one another. The following figure (Figure 2) depicts 

the working flow of our approach. 

 

Figure 2: Workflow diagram

The classification techniques applied to the heart disease 
dataset are acquired from the developer account. The table 

below (Table 1) shows detailed information regarding the 

considered dataset. 

Table 1: The Description of the Dataset 

Criteria Description 

Source Kaggle 

File Type CSV format 

Record 270 tuple, 17 attribute 

Classification 
Type 

Age, Gender, BP, Chest Pain, Cholesterol 

The following figures (Figure 3, Figure 4, Figure 5 and 

Figure 6) represent the internal information of the 

considered dataset. 

 

Figure 3: Count of sex (female- 0, male- 1) 
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Figure 4: Presence and absence of disease based on Sex

Figure 5: Internal structure of the dataset 

Figure 6: Correlation of numeric features 
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Among various machine learning techniques Decision Tree, 

Random Forest, Logistic Regression, XGBoost, and 

Gradient Boosting techniques are considered in this study. 

A. Decision Tree(DT) 

Decision tree algorithm is like a roadmap for predicting 

heart attacks. It works by breaking down the problem into 

smaller, easier-to-understand steps, just like how we make 

decisions in our daily lives. It uses data to create a tree-like 

structure, where each branch represents a choice or a 

condition related to heart health. For heart attack prediction, 

these decision trees consider various factors such as age, 

cholesterol levels, and blood pressure. By following the 

branches of the tree, the algorithm can pinpoint the 
likelihood of a heart attack based on a person’s specific 

characteristics. It’s kind of like how we make decisions: we 

assess different aspects of a situation to conclude. This 

approach is useful because it can reveal the most critical 

factors that contribute to heart attacks in a way that’s easy 

to interpret. It’s not just about predicting heart attacks; it 

also helps us understand why they might happen. So, 

decision tree algorithm is a valuable tool in the effort to 

prevent and manage heart health issues. 

B. Random Forest (RF) 

Random Forest is a classification algorithm with multiple 

deep DTs, but can introduce overfitting and make mistakes 

due to their susceptibility to training results. Think of a 

random forest algorithm as a team of experts coming 

together to help you make a decision. In this case, the 

decision is about the likelihood of someone having a heart 

attack. Each expert (or tree) has its perspective based on 
different aspects of a person’s health. Imagine you have a 

panel of doctors, each looking at specific factors like age, 

cholesterol levels, blood pressure, and more. These experts 

give their individual opinions, but instead of just relying on 

one of them, the random forest algorithm combines their 

insights. The power of this approach is that it takes into 

account a variety of factors and different viewpoints, just 

like a group of doctors with diverse expertise. By 

considering multiple perspectives, the random forest 

algorithm can make a more accurate prediction about the 

risk of a heart attack. It’s like having a medical team 

working together to provide you with a comprehensive 
assessment, ultimately helping in early detection and 

prevention of heart problems.  

C. Logistic Regression (LR) 

Logistic Regression is like having a conversation with your 

heart. It’s a method that helps us understand the chances of 

someone having a heart attack based on various factors. Just 
like when you talk to a friend and weigh different 

possibilities, it considers things like age, blood pressure, 

and cholesterol levels to make a prediction. Imagine it as if 

we’re looking at a group of people and asking, “What’s the 

likelihood of each person having a heart attack?” It takes all 

these individual possibilities and combines them into a 

single, easy-to-understand outcome. It’s a bit like making a 

well-informed guess to help us take better care of our 

hearts. 

D. XGBoost 

XGBoost is an exciting algorithm when it comes to 

predicting heart attacks. It’s like having a super-smart 

assistant that uses a blend of decision trees to analyze lots 

of data and make highly accurate predictions. It’s a bit like 

when a doctor examines all your medical history to tell if 

you’re at risk of a heart attack, but XGBoost does it with 

lightning speed and incredible precision. It has gained a lot 

of attention for its ability to spot subtle patterns in the data, 

helping doctors and researchers make earlier and more 

reliable predictions about who might be at risk of a heart 
attack. It’s like having an extra set of expert eyes to detect 

those warning signs that might otherwise go unnoticed. The 

beauty of XGBoost is that it’s not just about crunching 

numbers; it’s about saving lives. By harnessing the power 

of this algorithm, we’re taking significant steps towards 

preventing heart attacks and ensuring that people get the 

care they need in time. It’s a game-changer in the world of 

heart disease prediction. 

E. Gradient Boosting 

With gradient boosting, each new model is trained to 

minimize the loss function, such as mean squared error or 

cross-entropy of the preceding model. It is a potent boosting 

procedure that turns multiple weak learners into strong 

learners. The approach calculates the gradient of the loss 

function about the current ensemble’s predictions for each 

iteration and then trains a new weak model to minimize this 

gradient. Next, the new model’s predictions are included in 
the ensemble, and the procedure is continued until a 

stopping requirement is satisfied. 

IV.    COMPARATIVE RESULT ANALYSIS 

In our study, among various classifier we had evaluated 

performance metrics for five classifier and made 

comparison among them in terms of ROC AUC value, 

precision, recall, f1-score and accuracy. Out of the five 

classifiers Logistic Regression performed better. The 

following table (Table 2) shows a comparison among the 
applied classification algorithms using various performance 

metrics. 

Table 2: Comparison among Applied Classifiers Using 

Various Performance Metrics 

Model 
Name 

ROC 
AUC 

Precision Recall 
F1-

Score 
Accuracy 

Decision 
Tree 

72% 0.68 0.72 0.70 70.00% 

Random 
Forest 

95% 0.84 0.93 0.89 88.33% 

Logistic 
Regression 

96% 0.90 0.90 0.90 90.00% 

XGBoost 95% 0.88 0.76 0.81 83.33% 

Gradient 
Boosting 

93% 0.88 0.79 0.84 85.00% 

In our study, classifiers performances are observed 

considering the attribute ‘Heart Disk’ and without 

considering ‘Heart Disk’ separately. In both cases, Logistic 

Regression algorithm performs better than others.   The 

below figure (Figure 7) depicts a comparison among the 

applied classification algorithms. 
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Figure 7: Accuracy comparison with and without heart disc

ROC-AUC is a widely used performance metric for 

evaluating the effectiveness of classification models, 

especially in binary classification tasks. It measures the 

model’s ability to distinguish between positive and negative 

classes. A comparison of the applied classifiers based on the 

ROC-AUC value is shown in the image below (Figure 8). 

 

Figure 7: ROC-AUC comparison

V.  CONCLUSION 

This study explored the use of various machine learning 

algorithms to predict cardiovascular disease using real-

world data. Logistic Regression emerged as the most 

effective algorithm, valued for its robustness, while other 

methods like Decision Trees, Random Forest, XGBoost, 

and Gradient Boosting also showed promise. The study 

emphasized the need for fine-tuning model parameters and 

combining methods to enhance accuracy. It concluded by 
recommending future research focus on larger datasets and 

advanced machine learning technologies, underscoring the 

growing role of machine learning in early detection and 

personalized care for cardiovascular disease. 
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