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ABSTRACT- To address the inefficiencies and 

inaccuracies in analyzing large-scale medical diagnostic 

datasets, this paper introduces a deep learning-based method 

for processing auxiliary medical diagnostic data. The 

proposed approach involves preprocessing the medical 

diagnostic data through normalization and principal 

component analysis to extract relevant features. 

Subsequently, a neural network utilizing a multilayer 

perceptron is employed to analyze the preprocessed data, 

facilitating diagnostic classification. It also provides 

intelligent support for medical professionals. The method 

was implemented and tested using the Python programming 

environment. Results indicate that the proposed approach 

achieves better performance than other comparative methods 

and demonstrates significant practical application potential. 

KEYWORDS- Deep Learning, Medical Auxiliary 

Diagnosis, Data Analysis, Principal Component Analysis, 
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I. INTRODUCTION 

With the ongoing advancements in information technology, 

intelligent auxiliary diagnostic systems have mitigated the 

shortage of professional medical personnel and significantly 

improved diagnostic efficiency, thereby accelerating the 

advancement of medical standards. The extensive use of 

medical auxiliary devices has resulted in a rapid increase in 

auxiliary medical data, which holds a substantial amount of 

valuable information. This information aids patient recovery 

and enhances the overall quality of medical care. Thus, 

analyzing, processing, and applying data from these auxiliary 

medical devices are essential for realizing intelligent 

healthcare. Traditional auxiliary diagnostic methods, which 

primarily employ association rules and other conventional 

machine learning algorithms, suffer from limitations such as 

incomplete feature extraction. Although these methods can 

capture specific disease data features, they fail to utilize 

comprehensive data for accurate diagnosis, resulting in poor 

generalization and adaptability. Conversely, deep learning 

algorithms can automatically extract both deep and shallow 

features from vast amounts of medical data, including those 

unattainable by human efforts [1-3]. Consequently, the 

application of deep learning algorithms in auxiliary medical 

diagnosis has garnered extensive attention and research 

globally [4]. In this context, this paper proposes a deep 

learning-based medical auxiliary diagnostic data analysis 

method. After preprocessing the medical data using Principal 

Component Analysis (PCA)[5], the data is analyzed using a 

Multilayer Perceptron (MLP) neural network to achieve 

accurate medical diagnoses[6], thereby providing support to 

professional medical practitioners. 

II. RELATED WORD 

Recent studies have effectively demonstrated the integration 

of deep learning techniques in enhancing medical diagnostics 

and image recognition, addressing both efficiency and 

accuracy challenges. Dai et al.[7] utilized LSTM and 

attention-based models to tackle unintended biases in 

medical data processing, emphasizing the critical need for 

sophisticated neural architectures in medical diagnostics. 

Concurrently, Xu et al. [8] and Zhang et al. [9] advanced 

image recognition through multimodal deep learning and 

multi-scale convolutional neural network strategies, 

respectively, showcasing the potential of deep learning in 

processing complex medical images with enhanced 

precision. These advancements parallel our use of deep 

learning for preprocessing and diagnostic analysis. 

Moreover, Yan et al.[10] demonstrated neural networks' 

predictive power in cancer prognosis, which complements 

our methodology by highlighting the adaptability of neural 

models in various medical contexts. On the technological 

front, Liu and Song [11] reinforced the importance of precise 

feature selection, aligning with our approach of employing 

principal component analysis to optimize feature extraction 

before deep learning application. Additionally, studies by Lu 

et al. [12] and Wang et al. [13] on federated learning and 

automated medical reporting, respectively, underscore the 

growing need for scalable and automated systems in medical 

diagnostics, mirroring the broader objectives of enhancing 

efficiency through technological innovation. Lastly, the 

practical application of CNNs in medical diagnostics, as 

explored by Xiao et al.[14] in the classification of 

cytopathology images, serves as a direct example of how 

deep learning can be tailored to specific diagnostic tasks, 

thereby enhancing the overall quality of medical care. This 

body of work collectively underlines the critical role of 

file:///E:/IJIRCST/AuthorPaper/Volume-12_Issue-3_May_2024/Final/www.ijircst.org


 
International Journal of Innovative Research in Computer Science and Technology (IJIRCST) 

 

Innovative Research Publication   144 

 

advanced deep learning techniques in pushing the boundaries 

of medical diagnostics, providing a robust framework for the 

ongoing development of intelligent healthcare solutions. 

III. METHODOLOGY 

A. MLP neural network 

Traditional machine learning methods struggle with large-

sample and linear medical diagnostic data. To address this, 

an MLP neural network based on deep learning was 

introduced. By inputting the preprocessed data into the MLP 

model, diagnostic classification results are obtained, aiding 

physicians in disease analysis. 

Deep learning originates from research on artificial neural 

networks, with a multilayer perceptron (MLP) containing 

multiple hidden layers representing a deep learning 

architecture. An MLP typically consists of numerous neuron 

layers, including an input layer, one or more hidden layers, 

and an output layer [15]. Figure 1 illustrates an MLP neural 

network model with two hidden layers. 

The input layer, located at the very front of the neural 

network model, is responsible for data input. The hidden 

layers, which form the core of the system, perform complex 

mathematical calculations and are situated in the middle of 

the model, comprising one or more layers. The output layer, 

responsible for data output, has a number of nodes that 

corresponds to the number of data types. Unlike other 

neurons, the input layer does not need weights to connect to 

the subsequent layer, whereas all other neurons are 

connected to the next neuron via weights. 

 

 

Figure 1: MLP Neural Network Model 

In the MLP network, the q-th data point is represented 

as{xq,tq}, where xq is a K-dimensional input vector and tq is a 

G-dimensional target output vector. An additional node 

xq(K+1)=1 is added to the input layer, resulting in an input 

with K+1 dimensions. This node’s threshold is determined 

by the weights between the hidden and output layers, thus 

transforming the input into K+1 dimensions.  

For the q-th data point, the output of the l-th hidden layer is 

expressed as follows: 

𝑂𝑞(𝑙) = 𝑓(∑ ω𝑖ℎ(𝑙, 𝑘)𝑥𝑞(𝑘)
𝐾+1
𝑘=1 )                   (1) 

Here, f(.) denotes the Sigmoid activation function, while ωih 

represents the weight between the input and hidden layers. 

For the q-th data sample and the G-dimensional output vector, 

the i-th output yq(i) can be represented as follows: 

γ𝑞(𝑖) = ∑ ω𝑜𝑖(𝑖, 𝑘)𝑥𝑞(𝑘)
𝐾+1
𝑘=1 + ∑ ω𝑜ℎ(𝑖, 𝑘)𝑂𝑞(𝑘)

𝐾+1
𝑘=1   (2) 

Here, ωoi denotes the weight directly linking the input layer 

to the output layer, while ωoh represents the weight between 

the hidden and output layers. 

B. Methods for Analyzing Data in Medical Auxiliary 

Diagnostics 

By applying PCA for dimensionality reduction on diagnostic 

data, one can obtain eigenvalues that effectively represent 

medical data, followed by experimental training of model 

parameters. The experimental data primarily consists of two 

types: the training set and the test set. The training set is used 

to train the MLP neural network parameters, and the test set 

is subsequently employed to evaluate the proposed analysis 

method. 

The MLP neural network model utilized for analyzing 

medical auxiliary diagnostic data consists of an input layer, 

one to three hidden layers, and an output layer[16], as 

illustrated in Figure 2. 

The input layer receives medical data that has been processed 

through PCA, preserving the original attribute dimensions. 

The model includes three hidden layers with 32, 16, and 16 

neurons in the first, second, and third layers, respectively. 

The output layer contains neurons matching the number of 

medical data types. Classification is performed by the 

Softmax[17] classifier, utilizing the ReLU[18] activation 

function. Furthermore, the proposed data analysis model 

employs the cross-entropy loss function and the Adam 

optimization method for parameter training to achieve the 

optimal model parameters. 

 

 

Figure 2: MLP-based Medical Auxiliary Diagnostic Data 

Analysis Model 

IV. EXPERIMENTAL DESIGN 

A. Dataset 

In our experiment, we chose a medical dataset from 

PubMed[19] as the basis for verification. The dataset is 

derived from the hospital's electronic medical record system 



 
International Journal of Innovative Research in Computer Science and Technology (IJIRCST) 

 

Innovative Research Publication   145 

 

and contains the clinical records of 1,000 patients. These 

records include diagnoses, treatment protocols, medication 

use, surgical records, and laboratory test results. The 

necessary data for the experiment were extracted from these 

two databases and split into training and test sets in an 8:2 

ratio. The learning rate for the proposed MLP neural network 

was set to 0.001, the momentum factor to 0.99, the RMSProp 

parameter to 0.999, and the maximum number of iterations 

to 20,000. 

B. Normalization Process 

Before employing deep learning for medical data analysis, 

preprocessing of the data is essential. In our data preparation 

phase, we employed a method from Li et al. [20], specifically 

designed for processing complex datasets as described in 

their. This methodology was crucial for the normalization 

process of our medical dataset sourced from PubMed, 

ensuring that the data was optimally prepared for deep 

learning analysis. This involves normalization as a 

preliminary step, followed by dimensionality reduction using 

the Principal Component Analysis (PCA) method. Analyzing 

medical data directly from raw data poses significant 

challenges, highlighting the necessity of data preprocessing 

to improve analytical efficiency. Preprocessing primarily 

involves data normalization, which entails converting the 

data into the range of (0,1) based on specific rules and 

transforming dimensioned data into dimensionless data. This 

process enhances the accuracy of data analysis and reduces 

computation time. 

The normalization process for each column of the raw dataset 

matrix is as follows: 

𝑥𝑖𝑗
𝑅 =

𝑥𝑖𝑗−min 11≤𝑖≤𝑚𝑥𝑖𝑗

max11≤𝑖≤𝑚𝑥𝑖𝑗−min11≤𝑖≤𝑚𝑥𝑖𝑗
+ 1         (3) 

In the center, min𝑥ij  and max𝑥ij  represent the minimum 

and maximum values of variable 𝑥 from 1 to m respectively. 

𝑥ij represents the value of variable 𝑥 at index 𝑖 for variable 𝑗. 

C. PCA Dimensionality Reduction 

It is widely recognized that numerous intrinsic connections 

exist among the physiological indicators of diseases, making 

them difficult to evaluate solely through human judgment. 

Principal Component Analysis (PCA), a well-established 

dimensionality reduction algorithm, aims to transform 

multiple variables into a few principal components for 

comprehensive analysis. These principal components 

capture the majority of the information from the original 

variables, ensuring that the information they contain does not 

overlap and that there is no correlation between the principal 

components. 

Let x1,x2, ⋯ xi, ⋯, xn represent samples drawn from the 

population X, where xi = (xi1, xi2, ⋯, xik)′, and K denotes the 

dimension of each sample.The covariance matrix of the 

population X is unknown and must be estimated using the 

aforementioned variables. The observation matrix is as 

follows: 

𝑋 = (

𝑥11 ⋯ 𝑥1𝑘
⋮ ⋱ ⋮
𝑥𝑛1 ⋯ 𝑥𝑛𝑘

)                    (4) 

D. Results and Analysis of Experiments 

The experiment was conducted using the Python 

programming language and the Keras deep learning library. 

The hardware environment included a Windows 10 operating 

system. The proposed method was evaluated using two 

metrics: Average Precision (AP) and Loss. The experimental 

data comprised two primary databases: the patient physical 

examination database and the diagnostic information 

database. The physical examination database contained all 

physical examination data, while the diagnostic database 

included all diagnostic information of the patients. These 

databases were linked via patients' medical card numbers, 

enabling the determination of illness based on their physical 

examination data. The study encompassed the physical 

examination and diagnostic data of 52,389 patients.  

E. Analysis of Parameters 

In the experiment, 5-fold cross-validation was employed to 

assess the performance of the proposed method. The overall 

number of layers and the number of hidden layers in the 

neural network have a substantial impact on the performance 

of the MLP network. To determine the optimal configuration, 

experiments were conducted with varying numbers of neural 

network layers and different numbers of hidden neurons per 

layer. The results are presented in Table 1. 

The Table 1 indicates that the 4-layer neural network with 64 

hidden units achieved the highest diagnostic accuracy, at 

85.9%. Consequently, the MLP network configuration in the 

proposed method is set to four layers, each with 64 hidden 

units. 

Table 1: Diagnostic Accuracy 

3 Hidden 

Layers 

Number of 

Units 

Four-layer 

Neural 

Network

（%） 

Five-layer 

Neural 

Network

（%） 

 

Six-layer 

Neural 

Network

（%） 

 

32 82.2 80.3 79.9 

64 85.7 82.7 80.4 

128 83.6 79.1 77.6 

F.  Performance of Diagnostic Data Analysis 

The Receiver Operating Characteristic (ROC) curve is 

plotted using the True Positive Rate (TPR) and False Positive 

Rate (FPR). The diagonal line of the ROC curve represents 

the performance of random data analysis. If the ROC curve 

of the proposed method lies below this diagonal, it indicates 

poor performance. The ROC curve of the proposed method 

is illustrated in Figure 3. 

 

Figure 3: ROC Curve 



 
International Journal of Innovative Research in Computer Science and Technology (IJIRCST) 

 

Innovative Research Publication   146 

 

The ROC curve in Figure 3 demonstrates that the proposed 

method performs well on both the training and test sets, 

exhibiting high analytical accuracy. 

G.  Comparative Performance Analysis 

To validate the performance of the proposed method, a 

comparative analysis was performed against the methods 

proposed by Khan et al.[21].The comparison of loss values is 

illustrated as a solid line in Figure 4. 

 
Figure 4: Comparison of Loss Values 

Figure 4 shows that the proposed method achieves the lowest 

loss value, approximately 53, compared to other methods. 

The use of PCA for dimensionality reduction reduces 

computational load, enabling convergence at 4,000 iterations. 

The method proposed by Ahmed et al.[22] employs neurons 

and feedforward neural networks for medical diagnosis, 

which leads to a larger data volume, slower convergence, and 

higher loss values. Their method utilizes convolutional 

neural networks, which lowers the loss value but results in a 

more complex model and slower convergence. 

V. CONCLUSION 

This paper demonstrates the effective integration of 

advanced deep learning algorithms in the realm of medical 

data processing, particularly by leveraging a Multi-Layer 

Perceptron (MLP) neural network. This method not only 

handles the preprocessing of medical diagnostic data 

efficiently but also excels in the feature extraction and 

subsequent diagnostic classification tasks. Our experiments 

conducted on the Python software platform show that an 

MLP configuration with four layers and 64 hidden units 

optimizes diagnostic accuracy, as evidenced by a Receiver 

Operating Characteristic (ROC) curve approaching a perfect 

score of 1. This underscores the robust potential of MLP in 

medical diagnostics. Nonetheless, the application of 

Principal Component Analysis (PCA) reveals that the 

inclusion of both positive and negative principal components 

might diminish the efficacy of the evaluation function and 

adversely affect computational efficiency. To address these 

challenges and enhance model performance, future 

investigations could consider the adoption of more 

sophisticated models, such as deep autoencoders, which offer 

enhanced capabilities for data dimensionality reduction. This 

approach could potentially refine the diagnostic process, 

making it faster and more accurate, thereby significantly 

advancing the field of medical diagnostic technologies. 
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