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**ABSTRACT-** Therefore, the purpose of this research paper is to investigate the incorporation of PSO into schedule task on cloud computing systems. Generally, conventional techniques of scheduling encounter inefficiencies that inflict lighting energy waste and augment energy expenses. This paper outlines a novel, PSO-based scheduling algorithm that uses real feedback from current context to properly assign resources for tasks and improve metrics in terms of task time requirement, resource consumption, energy saving, makespan, and average task waiting time. Polynomial and numerical analysis of the proposed real time PSO- based solution applied to a simulated Cloud environment reveals that it is far superior to conventional methods such as FCFS and Round Robin. Thus, the results prove that the proposed PSO algorithm can be deemed a relatively strong solution of the problem of effective distribution of tasks in cloud computing environments while also providing the schedule that is responsive to the fluctuations in the work load.
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# **INTRODUCTION**

On the same note, cloud computing has altered the looked for facility in computation by availing new enhanced facility for scale and flexibility for use to cater for the escalating needs. Based on the literature, the following have remained as key challenges for efficient cloud service scheduling: While cloud management is a relatively well researched area, resource management and allocation within the cloud environments still provoke significant concerns with special regard to tasks scheduling. Scheduling that enables the execution of tasks at optimal time and resource will thus reduce computational time, minimize delay and improve the user experience. In this regard, researchers have invented different optimization methods to minimize various issues associated with the management of tasks in a cloud context. Among these techniques, a Specific technique known as Particle Swarm Optimization (PSO) has received popularity as an effective metaheuristic technique because of its simplicity, flexibility, and solution convergence to good solutions. The enhancement of PSO with the cloud computing task scheduling has been detected to be a viable solution for challenges of resource optimization.

Year by year and especially in recent years cloud based applications have experienced a phenomenal increase in terms of data processing and storage and computational needs exerting great pressure on these cloud service providers to offer better efficiency and solution at reasonable costs. Prior mechanisms of task scheduling like First-Come-First-Serve (FCFS), Round Robin etc. lacks crispity to fulfill the ever dynamic role of cloud workloads. These conventional methods fail to maximize the usage of resources, maximize operation throughput, minimize waiting time and properly distribute work load which all combined cause the quality of service (QoS) delivered to users to be compromised. In order to overcome these limitations, researchers have focused on using advanced metaheuristic’s algorithms like PSO for solving the complex optimization problem, for an example task scheduling problem.

Particle Swarm Optimization also known as PSO is a technique derived from bird or fish teamwork, where the solution space consists of a swarm of particles. Every particle is a candidate to the solution of the optimization problem and it employs the search space by modulating its position according to its own discoveries as well as the discoveries of neighboring particles. The hope is to achieve the global optimum through optimizing the positions and velocities of particle, these are adjusted in each iteration sequence. Specifically, PSO has the benefits of flexibility to a wide range of workloads and resources, which makes it quite suitable to solve the scheduling problem [[1].](#r1)

The incorporation of PSO with cloud computing task scheduling entails moving of tasks to resources in a manner that optimizes resource demands in preference to other parameters such as time taken, energy used and cost incurred. Cloud environments unique feature is heterogeneity meaning that each resource may have different specifications in terms of CPU, RAM and available bandwidth. This diversity poses the main issue of succession in the distribution of tasks to available resources since the general aim of every organization is to seek the most efficient and economical method of work. To this end, PSO corrects this challenge by adapting task-resource mapping as it receives feedback on the overall working of the system to improve on resource utilization [[2].](#r2)

Another advantage of the PSO when applied to the task of scheduling in cloud computing environment is the possibility to solve multi-objective optimization tasks. At the core of most cloud computing environments there are conflicting goals which include minimizing the response time required to execute some tasks while at the same time avoiding high resource usage costs. The flexibility of PSO also enable the company to effectively balance between these trade-offs by arriving at an optimal point that meets all the competing objectives. Besides, the PSO can continuously change its functionality based on the changes in the cloud environment, including workload and resource availability, making the algorithm good for the real-time circumstances of task scheduling [[3].](#r3)

Besides the wonderful feature of flexibility, authors showed that the PSO scheme is computationally efficient as compared with other types of optimization tools such as Genetic Algorithms (GA) and Ant Colony Optimization Algorithms (ACO). Although these algorithms was implemented in other studies for task scheduling in cloud environments, it needs large computational power and long time to reach the optimal solution. On the other hand, PSO is able to reach solution in less time because the whole particle swarm have intelligence power to search the solution space. Due to this, PSO becomes a viable option for cloud systems since the system requires fast decision making to address the needs and requirements of users and applications in cloud.

However, the integration process of PSO with cloud computing task scheduling face some drawbacks as will be discussed below. However, one of the issues associated with the PSO is that the system has an increased probability of settling for local optima especially the large number of searches. This in turn may lead to misallocation of tasks, leading to an influence of the use of the available resources and the given system. To address this problem, researchers have developed some improvements to standard PSO, for example, using different metaheuristic algorithms in combination with PSO, or adopting some dynamic which change the parameters of the PSO during the search phase. These modifications are expected to enhance the algorithm’s ability to explore for the best-suited scheduling task and avoid quickly converging and produce better scheduling results.

Another difficulty of using PSO-based task scheduling in cloud environments is the availability and timeliness of resource and tasks status information. Cloud environments are dynamic in nature which means that the resources are not static rather the resources are being add, deleted or affiliated based on the new demands. This dynamic nature calls for real-time feedback on the system in-order to give feedback information to the PSO algorithm. Lack of proper and updated information can result in conflict and maladministration of schedules – this will have a toll on the resources. In order to meet this challenge, scholars have proposed the use of monitoring tools and the predictive modeling of resource delivery and workload distribution. These tools help the PSO algorithm to make decisions which can lead to better or efficient scheduling mechanism.

Moreover, the integration of PSO with cloud computing task scheduling brings effect to energy consumption issue, which is one of crucial concern in today’s data centers. The growth of large data centers is driving massive energy consumption and improper task scheduling can only add to the problem of resource overuse or underuse. The idea of developing PSO-based task scheduling algorithms has the promise of helping reduce energy costs of execution through efficient resource utilization and avoiding unnecessary idle time. For example, by making sure that tasks are fairly distributed across resources as explained by PSO, then one will not find situations where some resources were heavily used while others hardly get utilized.

# **LITERATURE REVIEW**

Although lots of developments have been made in the last decade in the field of cloud computing, the main concern has been to improve resource utilization efficiency, particularly in the fields of task scheduling. As the use of cloud services escalates, scheduling tasks has become an important field of endeavor and focus to scholars who want to improve efficiency, costs, and service quality. The Particle Swarm Optimization (PSO) technique is one of the most debated topics in the recent years because of its ability to address the multiple objectives in single optimization problem, and hence useful in cloud computing systems. Analyzing the recent work published between 2022 and 2024, this paper highlights various advancements and multiple methods and diverse novelty about PSO for cloud computing task scheduling with its advantages and disadvantages [[4].](#r4)

Thus, several works in 2022 examined the feasibility of using PSO on dynamic and heterogeneous contexts associated with cloud computing. Another work by Zhang et al has put forward an enhanced PSO that identifies and responds to real time workload characteristics and resource availability of cloud nature. The research attempted to overcome the drawbacks of conventional scheduling algorithms that are based only on static priorities and, therefore, are not effective in dynamic environments. In the case of the presented study, it was shown that by utilizing an adaptive PSO algorithm it is possible to reduce the times needed for completion of tasks and optimize resource use. This adaptive approach was further supported by simulation, indicating even further gains for makespan— total time for all tasks to complete however with an optimal level of energy usage [[5].](#r5)

Following this, Rahman and others in the 2023 study developed a new PSO known as the hybrid PSO-Genetic Algorithms (GA) PSO to address the issues of early convergence the original PSO bears. Over-premature convergence, where particles in the swarm come to a halt before reaching the correct optimal solution, is a known problem that obstructs task scheduling performance. Rahman et al. proved that by using the hybrid PSO-GA approach the global search space is improved and the resource utilizations and other costs are lower compared to original PSO. The introduction of crossover and mutation components in the PSO framework enabled the notion of proper diversity within the search space and in large scalar scale workloads in the cloud computing environment with highly disparate parameters, the algorithm delivered higher solutions [[6].](#r6)

Another important piece of work emerged from the 2023, representing a multi-objective PSO-based task scheduler for cloud computing proposed by authors Lee and Chen. The research was realised around the two valuable and often contrasting factors, time and cost efficiency, in the management of cloud resources. Their approach adopted a changed fitness function for particles in PSO to assess them by the partnership of a weighted average of execution time and cost, unlike the basic technique that opted for one. This fact proved that this multi-objective PSO scheduling is much more effective than Round Robin and the First-Fit algorithms for balancing resource consumption and for managing task’s run time in real-time Preminent Cloud conditions, when the service demand is tremendously high. That is another contribution of Lee and Chen’s works highlighting how to balance the trade-off between conflicting objectives that has always been an issue with cloud task scheduling [[7].](#r7)

Kumar et al. [[8](#r8)] proposed new innovation in 2024 by introducing a Decentralized PSO-based framework for cloud computing environment. Their studies were motivated by the fact that task management in distributed cloud environments suffer from excessive privileges and control from a centralized source. The decentralized PSO framework worked by enabling separate nodes in a cloud network autonomously make scheduling decisions based on their local information and communicate cooperatively with other nodes in cloud using swarm intelligence. It was established that centralization increases scalability and provides a technique of fault tolerance, two critical features of present cloud systems that demand distribution and heterogeneity. Their experiments proved that decentralized PSO system sustained high percentage of resource utilization with high worst-case and average resource variability, outcompeting various central task scheduling techniques in dispersed cloud architectures [[8].](#r8)

Similarly, another sub-discipline study area has emerged in context to energy efficient task scheduling of the cloud computing where data centers are now consuming a huge quantity of energy. Wang et al in his study conducted in 2022 sought to establish how PSO could be used to optimize power consumption with consideration to the quality of service. They came up with an energy-aware PSO algorithm where by the resource assigment favors less utilized resource and shuts down servers that are not fully utilized. Their work came from the concept of dynamic voltage and frequency scaling (DVFS), which is processors working at lower power when fully utilized is not necessary. This PSO-based approach demonstrated reduced energy consumption by up to 40% with no dependency on performance and QoS, making the solution ideal for cloud providers constantly under pressure to minimize their carbon emission impacts.

The conservation of energy in the execution of tasks was also a consideration that was addressed by Singh et al. in a 2023 paper with the use of PSO together with ML. It applied a reinforcement learning algorithm for predicting the task workloads and resources needed and the adaptive allocation of tasks using a PSO scheduler [[9].](#r9) If the system forecast that particular tasks could be accomplished using loads that consumed less energy, by applying ML prediction methods, the system can then optimally allocate the loads to specific tasks, leading to considerable energy savings. The study also found that integrating mathematical optimisation methods such as Particle Swarm Optimisation with analytical and/or data collection methodologies could give significant performance improvements and consume considerably less energy. This integration of PSO and ML was in line with a general trend of cloud computing research, moving toward combining the use of artificial intelligence techniques in the application of optimization [[10].](#r10)

As such, in a study conducted by Patel et al. [[11](#r11)] in 2024, the authors discussed a quantum-inspired PSO for executing cloud task scheduling. PSO requires a new approach to avoid getting stuck in local optima, which was provided by this novel approach based on ideas from quantum computing [[11].](#r11) The authors of the paper by Patel and colleagues showed that enhanced by quantum inspirations PSO could elucidate the solution space more effectively than PSO algorithms with worse scheduling results in diverse and multiple cloud settings. Their results showed optimal resource utilization and shorter time to complete tasks, especially so in fluctuating environments such as those in cloud computing. Based on the findings of the work, the application of principles of quantum computing can provide a prospect for improving optimization algorithms such as PSO in cloud computing systems [[12].](#r12)

# **RESEARCH METHODOLOGY**

This research seeks to improve the cloud computing task scheduling by incorporating the PSO. The methodology identifies a clear process to build, deploy and assess the designed scheduling algorithm incorporating the analysis to identify if the resource utilization is optimised low makespan, and less energy consumption is achieved.

The first activity in the design of HS algorithms includes identifying the problem through understanding of the task scheduling requirements in cloud computing infrastructure. This entails having information on the various tasks that are available with regards to information that defines them including the time that takes to complete them, the type of resources that are required, and their priority importance rating. Further, it recognizes the types of resource available, for CPU, memory and storage, and the corresponding available capacity. For assessment, the KPIs are set as follows: The total time taken to complete the given tasks and the amount of resources required for the same besides energy consumption levels (See [figure 1](#f1))

Subsequently, the literature on various scheduling algorithms and draw backs in cloud computing is reviewed. This review therefore centers on previous research on PSO in optimization problems and presents research questions which this study seeks to partially fill [[13].](#r13)

For the algorithm development phase, the PSO mechanism is used During the movement of the particles with the PSO mechanism, we collect samples of good solutions. First, the basic population of particles is generated, each of which is a potential solution to the scheduling of tasks. Each particle consists of position, which assigns the task to a resource, and velocity, which defines how the position changes with iterations. The particles are randomly placed within the solution domain, and an initial fitness of the particles is computed relative to the chosen fitness function incorporating the selected performance measures [[14].](#r14)

The fitness function is therefore used in order to direct the movements of the particles towards the appropriate solutions. They include task, time, resource utilization, and energy hence the algorithm can cope with several objectives. Fitness is then calculated for each particle, and the best-known positions are put up to date.

In PSO algorithm, particles walk through the search space according to the personal best position and best position among all particles in the neighborhood. This process is optimizing the known good solutions while at the same time diversifying in the solution space. To control the behavior of the algorithm the so-called convergence criteria are used which seem to define the conditions under which the algorithm must be stopped, for example, the number of iterations has exceeded the given number, the rate of approaching the goal function which quantifies fitness is below the given standard.

After the mentioned PSO-based scheduling algorithm has been derived, simulation environment is built for evaluating the performance of the proposed algorithm. The simulation setup is the flood of tasks of different execution times and resource utilization and the emulation of a multi-heterogeneous resource cloud. This configuration also closely reproduces actual cloud computing environments considered in the assessment of the scheduling algorithm.

In order to assess the effectiveness of PSO-based scheduling algorithm, it has been implemented and compared with conventional scheduling techniques like FCFS and Round Robin. This comparative analysis will exclusively dwell on the standardized quantitative parameters these techniques have met to facilitate a comparison of resource efficiency, performance metrics, amount of work done, and energy conservation achieved at each stage. To ascertain that any improvements obtained are not random, statistical analysis is performed to determine the probability of the findings.

In addition to the assessment of the efficiency of the proposed algorithm, sensitivity analysis is carried out. The following involves modifying the PSO algorithm to set the number of particles within search space, inertia weight, cognitive, and social components to investigate how they affect performance. This analysis helps in determining the most suitable parameters setting of the PSO algorithm on the task scheduling of cloud systems.

The findings are then summarized and discussed intensively, and the advantages of the proposed solution and the limitation of the work are also mentioned. The overall understanding is developed of the possibilities of the PSO applying in the conditions of the dynamic environment and the ability of the algorithm to solve the conflicting objectives in the process of tasks urgency.

Therefore, this work gives a framework of PSO applying it in task scheduling for cloud computing. The systematic approach guarantees that the proposed algorithm can be implemented systematically to solve resource allocation and other related-problems within cloud computing environments. The future work could be directed to include other optimization algorithms and developing on-line scheduling settings whereby the scalability of the clouds task scheduling approaches will be improved.



Figure 1: Methodology for Research

# **RESULTS AND DISCUSSION**

Hence the interconnection of Particle Swarm Optimization (PSO) with cloud computing task schedule as an algorithm was tested to assess the likely improvement in resource optimization, makespan and energy consumption. This chapter reports the findings of the empirical analyses that were performed and the insights, and shows differences in the efficiency of the scheduling suggested by PSO-based approach and classical methods. Performance parameters of the PSO scheduling algorithm of this research in relation to conventional approaches are illustrated in the [figures 2](#f2) thru 6. As shown in [Figure 2,](#f2) the average time to complete the tasks in seconds shows that the PSO approach brings a vast improvement in the efficiency in completing tasks within shorter time. Resource utilization percent is shown in the [Figure 3](#f3) highlighting that PSO algorithm effectively manages the available resources than the FCFS and Round Robin systems. [Figure 4](#f4) depicts energy consumption in kilowatt-hours (kWh), which shows that the PSO-based scheduling method uses less energy when compared to other methods tha t increases the operating cost. The makespan (s) is illustrated in [figure 5](#f5) and a general decline is observed for the PSO algorithm which may correspondingly implies better management of the tasks involved. Last in [Figure 6,](#f6) the average time in seconds also shows that the PSO method has made a considerable improvement as it reduces time tasks take on the queue before they are attended to, thus improving on the user experience. Altogether, it can be concluded that the presented numbers confirm that employing the PSO-based scheduling approach yields benefits improving cloud computing performance.

The evaluation was done in a typical cloud based environment where a wide range of tasks was produced. The tasks included in the experiment differed in terms of the time needed to accomplish them, demand for resources, and their urgency levels. The simulation used several forms of a heterogeneous resource, for example different types of VMs which enabled a complete analysis of the scheduling algorithms. The PSO-based scheduling algorithm was compared against two traditional methods: FCFS and Round Robin both are very important policies which are generally used in the scheduling of processes. All the four scheduling techniques underwent the same set of tasks and resources and various performance indicators were captured.

The following performance metrics were used to evaluate the effectiveness of the scheduling algorithms: Average Task Completion Time quantifies the number of days it takes, on average, to complete a task from the time it is submitted; Resource Utilization expresses the proportion of resources utilized efficiently during the scheduling period; Energy Consumption denotes the total energy consumed during the execution of all tasks; Makespan is the sum of total time taken to complete all tasks; and Average Waiting Time quantifies the average time that tasks spend waiting on a queue before execution.

This analysis of the simulation results demonstrated that the application of PSO-based scheduling algorithm provided substantially higher improvement for all the KPIs compared to the traditional techniques. In fact, the PSO based approach consumed 85 seconds on average to complete a task; while FCFS consumed 120 seconds and Round Robin system consumed, 110 seconds. This reduction is telling about the high effectiveness of the PSO algorithm in handling the issue of the scheduling of the tasks, this may be because the PSO algorithm is always capable of adjusting the resource utilization depending on the current load and demand of the tasks.

Comparing the utilization of resources, the PSO algorithm was used to its maximum for 85 percent, and the algorithms FCFS and Round Robin were used for 65 percent and 70 percent only. This shows that PSO method can efficiently suggest the right resource allocation in a dynamic manner thus using the available resources efficiently. Indeed, increased resource usage has a positive effect on performance while decreasing operational costs because more activities can be accomplished by the same resources employed.

Energy was another important factor that clearly showed that the PSO-based scheduling performed better than the others. In our method PSO the energy consumption is 18 kWh which is quite less compare to 25kWh in FCFS and 22 kWh in Round Robin. As reflected in this reduction, the PSO algorithm influences not only the scheduling of tasks but also a crucial factor in the cloud environment, which is energy or power.

A further improvement was recorded for makespan, total time for the completion of all tasks, which was further minimized by the PSO algorithm at 110 seconds, taking a longer time when using FCFS and Round Robin at 150 and 140 seconds respectively. This improvement also emphasizes the usefulness of the PSO approach in minimizing the total time that it takes to complete specific tasks, which is imperative for environments that demand short times to complete specific jobs.

Average waiting time for tasks also supported the benefits that can be derived from using the PSO scheduling method. Compared to base processes, the results obtained through the PSO approach had an average waiting time of 15 seconds; whereas the FCFS technique took 30 seconds and Round Robin took an average of 25 seconds. This results in decreased waiting time, which translates to better satisfaction levels thanks to a more efficient completion of several operations in cloud services. From the outcome, we conclude that the proposed PSO based scheduling algorithm is much more effective as compared to the conventional scheduling techniques in utilization of resources. This performance can be attributed to the fact that PSO makes the scheduling decisions in a more flexible way to adapt to the actual system status. Therefore, the PSO algorithm can explore the solution space of the tasks more widely and find the optimal task-resource allocation solution much faster than the static approaches.

Besides the above quantitative outcomes, it was noted during the simulation exercise that the PSO approach is quite flexible. The algorithm indicated the capability to corresponding to variations in workload and resource capacity, suggested that the algorithm can work adaptively in dynamic environment. This flexibility is important because workloads in cloud computing may also fluctuate or are uncertain in nature. The author also discusses other sources of data that were analyzed and found that enhanced performance with the PSO algorithm was observed irrespective of task configuration and type of resources. These robustness show that the proposed method can be effectively applied in various cloud environments, and therefore the method can act as a solution for efficient tackling of the issues in task scheduling domain.

However, only some limitations of the current study must be admitted despite the overall appearance of the given results is rather encouraging. However, as with any forms of simulation, the actual world interactions such as network latency, complicated security implications as well as issues of fault tolerance cannot be supported adequately in this simulation. As future work, efforts should be made to include at least some of the above factors into the scheduling model to assess the PSO algorithm in conditions closer to real-life.



Figure 2: Average Task Completion Time (seconds)



Figure 3: Resource Utilization (%)



Figure 4: Energy Consumption (kWh)



Figure 5: Makespan (seconds)



Figure 6: Average Waiting Time (seconds)

**V. CONCLUSION**

The inclusion of Particle Swarm Optimization (PSO) in cloud computing task scheduling is a move forward from the typical approaches to scheduling. Our study employed quantitative performance indicators to show the extent to which the proposed PSO-based scheduling algorithm enhances various parameters of performance such as average time to complete tasks, efficiency of resources, power use, makespan and waiting time. The empirical results suggest that due to its dynamic and adaptability characteristics of PSO, resource allocation brings better operation performance in cloud system.

Additionally, the PSO algorithm proves to be not sensitive to oscillation of the tasks along with its configurations and types of resources, that makes it perfectly suitable for different kinds of cloud computing. However, it is shown that the proposed approach achieves good performance in limited real-world scenarios and it is necessary to extend the further study to resolve some limitations like natural environment and select preferable setting for the several parameters of the algorithm. In general, it is evident that PSO can be of benefit in enhancing the performance in cloud task scheduling as a way of increasing the sustainability of cloud computers.
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